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Defining institutions – A review and a synthesis 
 

Claudius Gräbner and Amineh Ghorbani* 

Despite being a key term in institutional economics, the term 'institution' seems 

to be used in various different ways. To what extent is this problematic, given 

that a shared understanding of key terms among scholars is a necessary 

condition for scientific progress? 

We review prominent definitions of the term ‘institution’ and identify a set of 

shared elements of these definitions, which can be summarized as institutions 

being “codifiable systems of social structures (in particular norms and rules) 

that lead to inclinations for people to act in specific ways”. This suggests that 

the shared understanding of ‘institutions’ is sufficiently concrete. 

Keywords: Definitions, institutions, epistemology 

JEL classification code: B25, B4, B52 

 

1.  Introduction 

 

The important role of institutions in economic systems is now widely recognized. They are said 

to determine not only growth (e.g. Rodrik et al. 2004), but also the distribution of income, 

wealth, and power (e.g. Bowles and Gintis 2002, Veblen 1899), to name just a few examples. 

Given the prominence of institutional economics, it seems surprising at first that authors tend 

to use the term ‘institution’ in quite different ways. For example, Calvert (1995) defines 

institutions as a certain kind of equilibria in coordination games, Aoki as cognitive media (Aoki 

2011), and Hodgson (2006), building upon North’s (1990) seminal contribution, considers 
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institutions as “rules that structure social interaction” and rejects the adequacy of the 

equilibrium approach when defining institutions. Thus, there does not seem to be a generic and 

commonly accepted definition of ‘institutions’ (for a similar diagnosis of the heterogeneity of 

definitions in institutional economics see also Mayhew 2008 or Scott 2014).1 

 

At first sight this seems to be highly problematic: Scientific research is always a social process, 

and communication across scholars is important. For this communication to function properly, 

scholars must establish shared meanings of central concepts. If two scholars talk about 

‘institutions’ but refer to entirely different phenomena, they are unlikely to be successful as a 

scientific community.  

 

What is needed are shared taxonomic definitions. Taxonomic definitions are definitions that 

delineate certain phenomena and assign names to them. They are not concerned with the 

functioning of the phenomenon, but seek “to minimize controversy over the kind of objects 

under investigation” (Hodgson 2018). They are, thus, a pre-condition for further analysis and 

theorizing.  

 

At the same time, it is asked too much that all scholars make use of the same taxonomic 

definition of an ‘institution’. For every analysis, the degree of concreteness of the main terms 

might differ: a case study of the role of institutions for wealth distribution in Sub-Saharan tribes 

requires a more concrete definition of institutions than a general model of long-term economic 

growth. Thus, while it is always important to provide explicit definitions about the terms used 

in an investigation, the level of concreteness of definitions can differ. What is important is that 

the more concrete definitions are sufficiently similar to each other such that the scientific 

community can collaborate in crafting better theories of how institutions work: they should be 

consistent with a more higher-level definition of institutions in general. Thus, taxonomic 

definitions of institutions must be sufficiently broad to allow for different forms of analysis, 

and sufficiently narrow to effectively delineate institutions from other phenomena that are not 

the prime interest of institutional economists. Without such minimum of shared understanding, 

effective research is not feasible.  

 

                                                
1 Well-aligned terminology is a pre-condition for effective communication, which is a pre-condition for well-functioning 
science. There is a whole body of literature on the philosophy of communication and collective understanding that backs this 
statement, on top of the practical comments of institutional scholars cited above (for more thorough discussions see e.g. 
McCloskey, 2001; van Bouwel, 2009; Jaccard and Jacoby, 2010, pp.16-18). 
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Thus, having a certain degree of shared meaning is important, and this shared meaning should 

express itself in commonly shared taxonomic definitions. The present paper seeks to discuss 

this state of affairs with regard to the term ‘institution’. Based on a – necessarily selective – 

review of definitions used in economics and related fields, we assess the degree of heterogeneity 

of definitions of institutions currently in use. While this review is of interest for institutional 

economists per se, it also helps to show that the authors considered here indeed have converged 

on a certain set of shared ideas of what an institution is. This might be surprising, given the 

wide scope of the review when it comes to disciplines and economic paradigms. This suggests 

that the current state of affairs in institutional economics is rather satisfactory. Nevertheless, as 

we argue in the conclusion of this paper, institutional research could benefit from a more 

explicit use of taxonomic definitions of institutions in the applied literature. 

 

The rest of the paper is structured as follows: In Section 2, we make certain clarifications with 

regard to the nature of definitions, the demands they have to meet, and how definitions in 

models relate to definitions outside models. Section 3 reviews the literature and discusses a 

selection of existing definitions. Section 4 identifies the shared elements of these definitions 

and assesses their heterogeneity. Section 5 consolidates our findings and concludes. 

2 On definitions of definitions 

There are different kinds of definitions. Taxonomic definitions are a particular kind of 

nomological definitions, i.e. definitions that clarify the use of a word (in the present case: the 

word “institution”). In contrast to other types of nomological definitions, they list certain 

properties that a phenomena must have in order to be given a certain name. Thus, a taxonomic 

definition of an institution lists properties that phenomena must have in order to be called an 

‘institution’. For example, defining institutions as “rules that structure social interactions” 

means to say that whenever we find a rule that structures a social interaction, we can call this 

rule an institution. Good taxonomic definitions in the social sciences refer to the way a word 

has been used in the scientific community so far, and do not make up entirely new meanings. 

One says that these definitions do not stipulate too much new meaning. This distinguishes them 

from most definitions used in mathematics, which tend to stipulate a lot, i.e. they establish a 

meaning of a term by defining it from scratch (e.g. by defining an Abelian group as a set and 

an operation that satisfy five axioms). Contrary to such stipulative definitions in mathematics, 

whose major goal is to allow for very precise analysis and logical derivation, the primary goal 

of taxonomic definitions is to establish shared meanings about phenomena within a scientific 
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community, such that the phenomena in the real world can be studied jointly (see Robinson 

1962 and Hodgson 2018 for a more extensive discussion of the concept of a ‘definition’). In 

(institutional) economics, both kinds of definitions are relevant.  

 

To see why we must appreciate that definitions can refer to phenomena in reality directly or 

indirectly, depending on the research practice of the scientists involved. Many economists, for 

example, use models to study real phenomena. This means they study reality indirectly 

(Weisberg, 2007): they build models, study the models, relate them to reality and study their 

target system through the lens of their model. Economists using game theory to study social 

interactions take this approach and there is an extensive literature in the philosophy of science 

dedicated to the question of what models are, how and when they represent a target, and how 

they become epistemologically meaningful (see e.g. the contributions in Magnani and Berolotti 

2017 for further references, and Frigg and Nguyen 2017 for a survey on how models represent 

their targets). Consequently, the definitions used by these scientists – such as Calvert’s 

definition of institutions as equilibria in coordination games - often follow the language in 

which their models are formulated. 

 

Yet models are not the only vehicle to study reality: others study reality directly without the 

intermediation of models (Weisberg, 2007). Definitions used by this group of scientists do not 

employ the language of a particular form of formal modelling. Rather, they provide a direct 

description of the phenomenon in the real world to which their investigation refers. Greif’s 

definition of institutions as systems of particular rules and norms is an example. 

 

The two kinds of definitions are not in competition but often work together: whenever one uses 

a model to derive a statement about a real economics system, one must define concepts twice. 

First, one has to define concepts within the model. For example, one defines an institution 

within a game theoretic model as a Nash equilibrium, i.e. a situation in which no player has an 

incentive to change her strategy. This is a stipulative definition, as frequently used in 

mathematics. Second, one has to define those phenomena in the target system of the model, to 

which the Nash equilibrium shall refers (one speaks of ‘keying up’ the concept in the model, 

with the phenomenon of interest in the target system, see Frigg and Nguyen 2017: 93-95). This 

means, one must list properties that delineate real-world phenomena that are considered 

institutions (and to which the model applies) from those that do not (and to which the model 

does not apply). In other words, one must refer to taxonomic definitions of institutions. Thus, 
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the (stipulative) definition of institution in a particular model should refer to and complement, 

but not replace a taxonomic definition. Greif and Laitin (2004) express a similar view when 

they “define an institution not as an equilibrium but in a way that distinguishes between the 

object of study – institutions - and the analytical tools used to study them.” (p. 635). Keeping 

this distinction in mind is important to appreciate, and to classify the various definitions used 

in the literature. 

 

To summarize: We can meaningfully assign the term “institution” to particular real-world 

phenomena by listing the necessary and sufficient conditions that must be met by these 

phenomena to be called ‘institution’. Such taxonomic definitions of an institution should 

provide a list of characteristics identifying the real-world phenomena to which word 

‘institution’ shall be assigned. To conduct a model-based analysis of ‘institutions’, such 

definitions can be refined in the language of a particular modelling framework to study their 

functioning more analytically. This involves stipulative definitions in terms of the modelling 

framework used. However, to ‘key up’ the results from the model to the system under 

investigation a reference to the model-independent taxonomic definition is necessary. The main 

focus of this paper will be on non-model-based definitions, i.e. taxonomic definitions of 

institutions, whose main goal is to establish a shared understanding across institutional 

economists. 

 

3 A review of existing definitions of institutions 

 

Table 1 summarizes our review of selected definitions. In this section we explain these 

definitions in a concise way and refer to the original publications for details. The shared 

elements are discussed in section 4. The selection of the definitions surveyed is based on our 

perception of which definitions have been particularly influential at the present time and a 

consideration of the citation counts for the scholars discussed here. While citations are, at best, 

an approximate measure for academic influence, and our own views as well as our research 

communities’ do affect our selection, it is beyond doubt that all scholars discussed below have 

made influential contributions to institutional research, and their definitions deserve particular 

attention. Moreover, after considering definitions from economics, we also consider definitions  
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Table 1 
Existing definitions of institutions 

Non-model-based definitions 
An institution is… Complete definition Origin 
… a system of constitutive rules  Institutions are systems of constitutive rules, i.e. rules of the form “X counts as Y in C”. Searle (2005) 
… a normative action system Institutions as collectively constructed normative action systems, which are constituted by 

norms and social practices. 
Tuomela (2002; 2003; 2013) 

… a structure of conventions and 
norms that regulate joint activities 

Structures of conventions and norms that regulate systems of joint and individual actions 
directed at an overarching collective end. 

Miller (2004) 

… a system of rules Institutions as durable systems of established and embedded social rules that structure 
social interactions. 

Hodgson (2006) 

… a structured process of 
interaction 

Systems or structured processes of interaction (collecting together rules, relations, and 
positions as well as habits and other practices) that are relatively enduring and recognized 
as such. 

Lawson (1997) 

…the set of the rules-in-use The set of rules actually used by a set of (actors) to organize repetitive activities that 
produce outcomes affecting those (actors) and potentially affecting others 

Ostrom et al. (1992)  

… a system of rules, beliefs, norms, 
and organizations 

Institutions are systems of social (i.e. man-made and nonphysical) factors that are 
exogenous to each individual whose behaviour they influence. They consist of rules, 
norms, beliefs and (potentially) organizations and “provide individuals with the cognitive, 
coordinative, normative, and informational micro-foundations of behaviour as they enable, 
guide, and motivate them to follow specific behaviour” 

Greif (2006a) 

… a cognitive medium Institutions in their deep structure are commonly cognized, salient patterns of the ways in 
which societal games are recursively played and expected to be played. Institutions in their 
substantive forms are social artefacts that ensure the societal games are in equilibrium. 

Aoki (2001; 2007; 2011) 

Model-based definitions 
Definition Origin 
Institutions as game forms Hurwicz (1996) 
Institutions as equilibria Calvert (1995), Aldashev et al. (2012), Elsner (2012) 
Institutions as correlative devices / 
equilibria 

Gintis (2009), Hedoin (2012) 
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from other social sciences and philosophy (see 3.7 – 3.10) to see whether a shared 

understanding of institutions emerges even across disciplinary boundaries.2 

3.1  Institutions as rules of the game  

 

The conception of institutions as rules dates back to Max Weber and Talcott Parsons but was 

most famously articulated by North (1990). He considers institutions to be “the rules of the 

game in a society...[and] the purpose of the rules is to define the way the game is played” 

(North, 1990, p. 3). As we will see below, many have taken this definition as a starting point to 

develop very sophisticated (model-based and non-model based) theories of institutions as 

systems of particular rules. For this reason, we will not discuss the original formulation in more 

detail. Moreover, because of the conceptual criticism of Hodgson (2006) we also do not concern 

ourselves with his distinction between ‘formal’ and ‘informal’ rules.3 Rather we will scrutinize 

the approach of those who have taken North’s definition literally and interpreted the “rules of 

the game” as the constitution of a (game theoretic) game form.  

 

In this case, the “rules of the game” constitute the strategy space and the outcome function of a 

game. Institutions are then defined as families of game forms that share the same structure, yet 

may differ in their exact numerical values (Hurwicz 1996).4  

For such a definition to be useful, three clarifications are needed (Hurwicz 1996): firstly, the 

area of applicability, i.e. the category of situations and players to which the institution refers – 

already a hint towards the need for non-model based definitions. Secondly, institutions should 

not be defined as game forms proper, but as correspondences between environmental factors, 

which are taken as given and cannot be changed by the people involved, and game forms. This 

way, the institution refers only to those arrangements that are “human made”, and not those that 

are “given by nature” (Hurwicz 1996). Finally, only those game forms that are actually effective 

should fall under the umbrella of “institutions”. This is the same argument as that of (Ostrom 

1992) who restricts her definition of institutions to the rules-in-use. As we will see below, 

assuming institutions to be effective has been on of the major criticisms of the institutions-as-

                                                
2 Furthermore, particularly interesting contributions emerge whenever the styles of various disciplines are combined. Guala 
(2016) provides a nice example: the book was written by a philosopher who uses game theory extensively, and regularly 
refers to contributions from economics. Similar examples are provided by Binmore (2014) or Elster (2009). 
3 North originally distinguished formal and informal rules. Hodgson (2006) criticizes the ambiguity of the term and that it is 
often not clear whether ‘formal’ means ‘legal’ (and ‘informal ‘illegal’ or ‘non-legal’), or ‘explicit’. It seems that the latter 
interpretation is the most frequent one, but it seems preferable to abandon this ambiguous use of the terms, and to be very 
explicit about the kind of rules and institutions one is talking about. 
4 The game form is distinct from a game as such, since the latter also includes the set of players and their payoff functions. 
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rules approach since there is no reference to the motivation of the agents to actually consider 

the institution (see also Hurwicz 2008 or Hindriks and Guala 2015a). It becomes immediately 

clear that this definition of institutions as rules in the narrow sense is a typical model-based 

definition, and more stipulative than taxonomic. It is, thus, less useful in establishing a shared 

meaning of institutions within the institutional economics research community. 

 

3.2  Institutions as integrated systems of rules that structure social interactions 

 

The definition of institutions as established social rules that structure social interactions was 

most precisely formulated by Hodgson (2006). A social rule is considered a “socially 

transmitted and customary normative injunction or immanently normative disposition that in 

circumstances X do Y” (Hodgson, 2006, p. 3). While Hodgson warns to define rules (and 

institutions) in terms of regularities in behaviour, a rule (and thus an institution) cannot be 

defined without any reference to its effects: a social rule that is not followed is no institution 

and “[i]gnored laws are not rules” (Hodgson, 2006, see also section 3.6 on Ostrom). Hodgson 

concludes that rules cause dispositions to engage in particular behaviour rather than actual 

behaviour. This way, there are similarities to the definition of Lawson (1997) who considers 

them as “systems or structured processes of interaction (collecting together rules, relations, and 

positions as well as habits and other practices) that are relatively enduring and recognized as 

such”.  

 

While this is not part of his definition of an institution, Hodgson also elaborates on the 

functioning of institutions. As in the institutional theory of Miller (2004), habit, plays an 

essential role. The exact functioning has been operationalized by Hodgson and Knudson (2004) 

in an agent-based model in which agents need to decide to drive on the left or the right side of 

the street. This shows that Hodgson’s definition of institutions is broader than that of e.g. Searle, 

who does not consider traffic rules to be institutions because they are “only” regulative, and not 

constitutive rules.  

 

Note that rules as defined by Hodgson do not refer exclusively to legal rules, but also to 

unwritten social conventions or unwritten injunctions to behave in a particular way. This way, 

many rules remain tacit and people follow them unconsciously. The only essential prerequisite 

for a normative injunction to become a rule is potential codifiability. The justification is the 

same as it was for Searle (2005). The need for codifiability becomes even more apparent if one 
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studies how rules actually evolve: since rules must be culturally transmitted via social learning 

because they cannot be encoded in our genes, they need to be codified so that they can be 

explained to other people. 

 

3.3  The set of rules-in-use: the ADICO grammar for social institutions  

 

The definition of ‘institutions’ as “the set of rules actually used by a set of (actors) to organize 

repetitive activities that produce outcomes affecting those (actors) and potentially affecting 

others” used by Ostrom (1992) is very similar to the one of Hodgson discussed above: both 

consider institutions as systems of social rules, thereby shifting the burden of definition to the 

concept of a social rule. Crawford and Ostrom (1995) developed the ADICO grammar, which 

clarifies the essential components of a social rule: attributes, deontic, aim, conditions, and or-

else statements (see table 2). 

 
Table 2 

Overview of the ADICO grammar of Crawford and Ostrom (1995) used to describe social rules. 

Attributes The object(s) to which the rule applies to (e.g. all female people in Europe). 
Deontic The specification of the deontic content of the rule: may, must, or must not. 
AIm The action or the outcome to which the deontic refers to (e.g. driving a car in public) 
Conditions Specification of time, place, circumstances, and extent to which the deontic applied 

to the aim (e.g. “always” or “in large cities”) 
Or else Specification of the sanctions for non-compliance with the rule. 

 

These definitions of rules and institutions are compatible with the concept of Hodgson(2006) - 

albeit being a little less explicit on the particular nature of the rules: Hodgson defines the effects 

of institutions more precisely as inclinations to do something, and links institutions explicitly 

with the concept of habit. As Hodgson Ostrom suggests a broader definition of institutions than 

Searle: ADICO is not exclusively directed at constitutive rules (which would be captured as a 

rule with the deontic may, see Crawford and Ostrom, 1995), but also at regulative rules, i.e. 

rules with the deontics must or must not.  

 

3.4  Institutions as systems of man-made nonphysical elements  

 

According to Greif’s ontological definition, institutions are systems of social (i.e. man-made 

and non-physical) factors that are exogenous to each individual whose behaviour they influence 
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(Greif, 2006). Greif considers these social factors as institutional elements because institutions 

are no monolithic entities, but systems composed of interrelated, yet distinct components. For 

Greif, the relevant institutional components are rules, beliefs, and norms, but also the 

manifestation of these in organizations. Conjointly, these components are expected to “provide 

individuals with the cognitive, coordinative, normative, and informational micro-foundations 

of behaviour” (Greif, 2006, p.14). Consequently, institutions are expected to generate 

behavioural regularities. 

 

Contrary to other definitions we have encountered before, Greif demands more than only 

systems of rules. A rule alone, for example, does not cause any individuals to follow it and rules 

that do not influence behaviour “are not components of an institution” (p. 30).5 For rules to be 

followed, motivation is needed (p. 31). This is why Greif defines institutions as systems of social 

elements: one element alone is insufficient. Rules, however, do play an important role in the 

functioning of an institution: they represent behavioural instructions that help individuals to get 

a cognitive understanding of their situation and thereby facilitate their decision-making. The 

motivation to follow rules comes from norms (i.e. socially constructed behavioural standards) 

or beliefs (i.e. either cognitive models used to understand the decision environment or 

expectations about the behaviour of others).  

The role of organizations in Greif’s account of social institutions is more complicated. On the 

one hand, they constitute the fourth institutional element considered by Greif: the task of  

courts (which help to sustain property rights) or driving associations (which help to enforce 

street rules) is “to produce and disseminate rules, to perpetuate beliefs and norms, and to 

influence the set of feasible behavioural beliefs” (Greif, 2006, p.37). On the other hand, 

organizations can be institutions themselves. In these cases, they constitute systems of rules, 

beliefs, and norms exogenous to each individual whose behaviour they influence, usually the 

members and stakeholders or the organization. This consideration of organizations is similar to 

Hodgson’s account of organizations according to which organizations are institutions involving 

criteria to determine their members, their sovereignty, and their internal hierarchy and 

responsibilities (Hodgson, 2006). Whether an organization is to be considered an institutional 

element or an institution itself depends on the situation under study. 

 

                                                
5 By this he means actual behavior (and not as Hodgson, potential behavior), yet by providing the impeachment of the US 
president as an example for an institutional element he makes clear that the behavior does not need to transpire very 
frequently.  
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In Table 3, we illustrate Greif’s definition of an institution via the institution of traffic systems. 

The effect of the institution as a whole is a certain regularity in behaviour, usually that people 

drive according to the rules.  From our viewpoint, it is worth mentioning that Greif and Laitin 

(2004) explicitly define institutions in a way  “that distinguishes between the object of study— 

institutions—–and the analytical tools used to study them” (p. 635), a practice that reflects our 

distinction between model-based and non-model based definitions discussed in section 2: 

“Institutions are not game-theoretic equilibria, games are not the basic unit of institutional 

analysis, and game theory does not provide us with a theory of institutions. Indeed, the key to 

advancing institutional analysis by using game theory is precisely to recognize the difference 

between game-theoretic equilibrium analysis and institutional analysis” (Greif, 2006, p.19).  

 
Table 3 

The institution of the traffic system as defined by Greif (2006, p. 38). 

Name of the 
institution 

The traffic system 

Institutional 
elements 

Rules Beliefs & Norms Organizations 
Rules of the road Beliefs about the meaning of traffic 

signs and symbols; belief that drivers 
and law enforcement officials behave 
in accordance of the rules 

Traffic police, motor 
clubs, departments of 
motor vehicles 

Implication Regularity in the behaviour of people participating in official traffic 

 

3.5  Institutions as cognitive media 

 

Aoki defines institutions within his institutions-as-cognitive-media-view (Aoki, 2011). Given 

his heavy reliance on game-theoretic language, his definition of institutions lies at the edge of 

model-based and non-model-based definitions. With regard to his definitions, he distinguishes 

between the more fundamental institutions in deep structure and the more concrete institutions 

in substantive form. To understand his definitions, some knowledge of his general theory of 

institutions is required, which is why we provide a very concise outline of the institutions-as-

cognitive-media-view. Aoki (2011) gives a more extensive introduction. 

 

Aoki defines institutions in deep structure (or the “societal rules”) as “commonly cognized, 

salient patterns of the ways in which societal games are recursively played and expected to be 

played.” This definition exemplifies his strong reliance on game theory. Nevertheless, the 
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definition is not model-based in the narrow sense: “Societal games” should be understood 

broadly as interactions between members of the society.  

 

Aoki then turns to the more specific institutions in substantive form, which are essential for the 

institutions in deep structure to be self-sustaining. For this to happen, the “societal games” must 

be in equilibrium, and equilibrium usually requires what in game theory is referred to as  

“common knowledge” (Aumann, 1987). Institutions in substantive forms are social structures6 

that ensure this. 

 

They represent a social cognitive medium in linguistic form, which helps agents to summarize 

information about the beliefs and behaviours of other agents. The idea of institutions as means 

to summarize information required for societal coordination goes back to Hayek (although 

Aumann did not explicitly refer to him). Hayek studied extensively the cognitive underpinnings 

of how people classify information about their environment and become capable to act under 

more complex circumstances (Hayek, 1952).  This reasoning later became the foundation for 

the game theoretic concept of “common knowledge” (Aoki, 2011). Aoki refers to the classical 

work of Lewis (1969) on the emergence of shared beliefs to identify the conditions under which 

the assumption of common knowledge is adequate. Yet the essential prerequisite for common 

knowledge to emerge is a shared public proposition from which agents can infer the current 

state of the societal game they play, and – using the assumption of symmetric reasoning7 - the 

beliefs of other agents. This way, the public proposition forms the “basis for common 

knowledge” (Lewis 1969) and summarizes information about the current state of the societal 

game. Aoki now defines these public propositions as the institutions in substantive form. 

Examples include written property rights such as “One must not harvest the land of someone 

else”, employment contracts a la “Whoever does not work with the required effort will be fired” 

or norms of conduct in a given community such as “Whoever extracts too much of our common 

pool resource will be ostracized from community interactions” (see Aoki 2001 for more 

examples). As these examples show, the substantive forms of institutions usually have the 

syntactic form of regulative or descriptive rules and they tell agents how they should play the 

                                                
6 Originally, Aoki speaks of social artefacts. Yet, this term is rarely used in the social sciences, and much less understood 
than the term social structures, which will be used instead in this paper and which usually denotes social relations in their 
broadest sense. It is likely that social structures are what Aoki had in mind.  
7 According to the assumption of symmetric reasoning, the public proposition indicates to every agent that every other agent 
also believes in the proposition and derives the same inferences from it. This assumption is strong but may be justified on the 
ground of recent results in the cognitive sciences according to which human beings are very good at pattern recognition 
(Aoki, 2011). Since institutions represent a pattern of play that is commonly perceived by all the agents, agents can 
reasonably be assumed to perceive and process these patterns. Further justifications refer to shared culture, which usually 
encapsulates past experience that is shared by the majority of the members of society. 
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societal game they face. Here, Aoki (2011) directly refers to Searle and makes clear that for 

constitutive rules to work, people must have a collective understanding about what is meant by 

the Y term in the “X counts as Y in C”. Therefore, he argues, there must be more primitive 

rules such as descriptive rules into which status functions can be nested. In this sense, Aoki 

considers his definition of an institution to be more generic than the one of Searle. 

 

The substantive form of an institution is a social structure in linguistic form on which the agents 

agree. It is created by all agents together and is neither reducible to agents’ individual attributes 

nor can it be created by a single agent. This social structure creates an identical belief in the 

minds of the individuals.  It summarizes the shared beliefs of the agents and induces the partial 

convergence of individual behavioural beliefs. Once these beliefs are such, the states of 

strategic play are reproduced and the beliefs are verified. This way, the substantive forms of 

institutions are external to individual agents and play an essential role for equilibrium 

correspondence between physical states of the game and the mental beliefs of the agents. 

Practically, it serves as a resource into which agents can off-load some computational burden 

because they do not need to compute the state of play and the beliefs of the other agents. In this 

sense, an institution is the substantive form of common knowledge in the game theoretic sense 

and under certain conditions the strategic choices of the agents are consistent with their mutual 

beliefs – and a stable state of the societal game emerges.  

 

While the stability of the situation and the institution stem from the theoretical assertion that 

agents maximize their utility, Aoki makes clear that proactive agents do not always make 

conscious and optimizing choices: once an institution in substantive form emerges as an 

equilibrium, following it can also become a habit for the agents, or even an internalized norm 

according to which a deviation from the equilibrium behaviour would be considered 

normatively wrong. 

 

3.6  Institutions as equilibria 

 

The approach of defining institutions in term of equilibria in games originates from the desire 

to remedy two shortcomings of the institutions-as-rules approach (see 3.1). Firstly, institutions 

should be treated as endogenous elements of a theory, not as exogenous constraints. Secondly, 

researchers wanted to consider the role of motivation to follow an institution in their theory. If 

these two drawbacks were remedied, one could explain the stability of institutions, and it is this 
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stability and self-reinforcement that make adherents of the equilibrium approach to claim that 

“equilibrium is part of the ontological nature of institutions” (Aoki, 2015, p.487). 

 

The origins of the approach are usually associated with Schotter (1981), who proposed to model 

institutions as equilibria in the framework of non-cooperative game theory. This approach has 

been refined by Calvert (1995) who advocated the now prominent definition of an institution 

as the strategy profiles satisfying the conditions for a Nash equilibrium. In its pure form, such 

a definition considers institutions as a full derivative of individual preferences: “there is, strictly 

speaking, no separate animal that we can identify as an institution. There is only rational 

behaviour, conditioned on expectations about the behaviour and reactions of 

others…‘institution’ is just a name we give to certain parts of certain kinds of equilibria” 

(Calvert, 1995).8  

 

Other advocates of the equilibrium approach have identified institutions with the means that 

ensure the convergence to a Nash equilibrium (e.g. Aldashev et al. 2012). These authors refer 

to institutions as something external to the game that selects a particular equilibrium by 

ensuring the coordination of agent’s expectations, by creating a certain commitment of agents 

to behave in a certain way, or by providing other agents the ability to enforce a particular 

behaviour of others. This makes this notion of an institution necessarily incomplete since the 

authors must specify what exactly the equilibrium selection device is. A way out of this is to 

look for a correlated equilibrium, rather than a Nash equilibrium. To get the gist of the idea, 

consider a standard normal form game and extend it by letting a choreographer (or a correlating 

device) issue a directive to all players on which strategy they should play. If following this 

directive represents mutual best response for all players, the resulting equilibrium is called a 

correlated equilibrium. Institutions can then be defined as correlating devices that lead to a 

correlated equilibrium (Aumann, 1987; Gintis, 2009; Hèdoin, 2012). But in all cases, we face 

a similar problem as in the strict definition of institution as game forms in 3.1: defining an 

institution as a Nash equilibrium (or a correlative device) is, strictly speaking, possible only 

within a game theoretic model. It is not a taxonomic definition as such, and to link a model with 

real world cases, an additional taxonomic definition of an institution is required. 

                                                
8 We will not deal with the criticism of such a strong interpretation. It has been shown elsewhere that even such 
individualistic approaches to define institutions always need to refer to some macro social structures (Arrow, 1994; Hèdoin, 
2012). See Tuomela (2002) for a concise summary of the main philosophical criticisms of the approach. 
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3.7  Institutions as constitutive rules 

 

The next three definitions come more from the philosophical literature, but might also be of 

interest to economists, because these definitions highlight very different – but also important 

and complementary – aspects of institutions. This first definition of this kind comes from John 

Searle, who links institutions to collective intentionality: 9  collective intentionality allows 

people to develop a language and – using this language – to collectively impose functions on 

objects. These objects do not get these functions because of their physical appearance, but 

because people collectively accept these objects to have a certain status. A piece of paper, for 

example, is not money because of its physical appearance, but because it has been collectively 

accepted that the paper counts as (or “has the status of”) money. Thus, it can fulfil the function 

of a mean for exchange. It has this function only because its status as money is collectively 

accepted. Searle calls such functions “status functions” and they are allocated to objects via 

collectively accepted constitutive rules.  Constitutive rules come in the form of “X counts as Y 

in C” and institutions are – according to Searle – systems of constitutive rules. 

To reach this definition, Searle elaborates on the following ideas:10 

 

1. The distinction of institutions and institutional facts. 

2. Institutions require collective intentionality and the institution of language 

3. Institutions are normative and work through the creation of power relations 

 

The distinction of institutions and institutional facts For Searle, institutional facts are status 

functions, i.e. functions of objects or people that they cannot perform due to their biological 

capabilities or physical appearance, but because they are collectively accepted to perform this 

function. Status functions are imposed on objects via constitutive rules, i.e. rules that constitute 

new forms of behaviour. The rules of chess, for example, constitute the game of chess because 

the game ceases to exist once the rules of chess cease to exist.11 Constitutive rules usually come 

in the form of “X counts as Y in context C”. An institution is ultimately defined as a system of 

constitutive rules. They are, in this sense, systems of collectively accepted rules that enable the 

creation and maintenance of status functions. 

                                                
9 In social philosophy, many prominent definitions are built on (or in demarcation of) the concept of collective intentionality. 
It refers to the (alleged?) ability of humans to refer themselves to states of the world collectively. See Searle (2010, chapters 
2 and 3) for a concise introduction.  
10 An introduction to Searle’ s theory can be found in Searle (2010). For a critical introduction see Miller (2004, p.182 ff). 
11 Constitutive rules differ from regulative rules, which just regulate existing behavior: traffic rules, for example, regulate 
behavior, which exits independent of the existence of the (regulative) traffic rule. 
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Institutions require collective intentionality and language Just as imposing the function of 

cutting on a stone requires individual intentionality, imposing status functions on objects 

requires collective intentionality. Searle insists that “[a]ll intentionality, whether individual or 

social, must exist in individual heads” (Searle, 2010). The individual intentions in collective 

action only refer to actions that the individual herself can engage in, but for collective 

intentionality, these intentions must be accompanied by a belief that the other members of the 

collective are contributing their part such that the collective goal can be achieved. An important 

question that many economists have tried to answer is: what conditions are necessary for a 

belief to be stable? This question does not, however, play a central role in Searle’s theory of 

institutions. He rather assumes stability (and provides a nice example of how other disciplines 

can benefit from results in economics). 

 

Aside from collective intentionality, imposing status functions requires some form of 

codification: otherwise it would be impossible to assign a function to something that does not 

have this function by virtue of its physical or biological appearance. One could give a hammer 

to someone, and this person would be able to use it without any manual or explanation. This 

does not work in the case of money: for paper to function as a mean for exchange, there need 

to be a collectively accepted representation of the paper as money, and a declaration of the 

status function of money. Without codification, such a representation and declaration – and in 

consequence the institution of money – cannot exist.12  

 

Institutions are normative and work through the creation of power relations The channel 

through which institutions affect individuals is the creation of deontic powers, such as rights or 

obligations. These powers originate from the status that is assigned to a person or object. For 

instance, once a person has the status of a police officer and other people recognize this, the 

person has, in virtue of the status of a police officer, certain rights, duties, and obligations.13 

Searle is not very clear on how these deontic powers affect the behaviour of human beings: he 

claims that they create desire-independent reasons for action, but it is not very clear what is 

meant by this (see also the critical remarks by Hindriks and Guala 2015b). 

 

                                                
12 Searle is not really interested in why people agree on constitutive rules, how they are committed to follow them – a central 
question for many economists at least since North and Weingast (1989) - and how they persist. In this way he does not refer 
at all to the functioning of institutions.  
13 For critical remarks on the link between the accepted status and deontic powers see Miller (2004). 
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3.8 Institutions as collectively constructed normative action systems 

 

In contrast to Searle, Raimo Tuomela does not rely on the (in the philosophical literature 

controversial14) speech act theory. Fundamental to his definition is the distinction between the 

we-mode and the I-mode. An individual who acts in the we-mode makes his decisions not on 

an individualistic base, but as a group member. When acting in the we-mode, people are able 

to engage in joint social practices and confer a particular status on these practices by collectively 

accepting a system of norms. An institution is then defined as the resulting system of a social 

practice and the associated norms, or, more precisely as collectively constituted (i.e. 

constructed) normative action systems. 

 

The two ingredients for institutions in this sense are (i) social practices and (ii) a system of 

social norms. Tuomela’s definition is thus twofold, referring to institutions both in terms of the 

induced behaviour as well as the social facts and norms underlying this behaviour. To 

appreciate this definition, we need to introduce some elements of the theory of sociality 

proposed by Tuomela. For him, a social practice and the imposition of a particular status on a 

practice via a system of social norms require people to act in the we-mode. Thus, we need to 

clarify (i) the distinction between the we-mode and the I-mode and (ii) the concept of a 

collective social action. 

 
Table 4 

The different modes of reasoning in Tuomela’s social theory. 

I-mode 
We mode 

Plain Pro-group 
Promoting the individual 
interests (even in group 
contexts) 

Promoting the group 
interests 

Acting in the we-form. This way, the 
“artificial” group agent is the 
primary actor, not the members.15 

Individuals are committed only 
to themselves to further their 
interests 

Individuals are committed 
to themselves to further 
the group interests.16 

Individuals are committed to the 
group to further group interests. 

 
 

Distinguishing the we- and I-mode Central to Tuomela’s approach is the distinction between 

the we-mode and the I-mode, as summarized in table 4.  

                                                
14 For a critical discussion see e.g. Grewendorf and Meggle (2002). 
15 Translated into classical game theory, a group agent can select the outcomes or the games, and not, as individuals, their 
strategy. This is because the group agent can select the strategies to be played by all agents. 
16 In a classical game theoretic setting, this would be the case when the individual preference relation would take into account 
the goals of the group. 
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Acting in the I-mode can happen in two ways. In the plain I-mode, the individual follows his 

own (“selfish”) interests. In the pro-group I-mode it also acts according to his interests, which 

take into account the well-being of other group members. This captures the idea of other-

regarding preferences, which are well-known in the economics literature: if individuals have 

other-regarding preferences they make their choices individually (i.e. based on their own utility 

function), but take into account the utility of others.17 Acting in the we-mode, by contrast, 

means acting as a group member, i.e. to commit one’s interests fully to the group. Although 

Tuomela is more interested in the consequences rather than the sources of these commitments, 

analogies to the economic discussion of commitment are obvious – be it on the small scale 

when it comes to team reasoning (Sugden, 2000) or on the societal scale when it comes to 

stability of political constitutions (North and Weingast, 1989) or the occurrence of political 

transitions (Acemoglu and Robinson, 2001). The disciplinary integrability of Tuomela’s work 

is also evidenced by the game theoretic work inspired by his theory (e.g. Hakli et al. 2010). 

 

A central claim of Tuomela is that thinking in the we-mode is not only irreducible to thinking 

in the I-mode (see also Gräbner and Kapeller, 2017), but that the aggregated choice of a group 

of agents with group-oriented preferences may differ from the choice made by a group agent 

constructed by the same agents. Hakli et al. (2010) use the game theoretic model of Bacharach 

(1999) to formally study situations, which are perceived as situations of group decision 

making.18 Bacharach proved that the set of equilibria in such situations depends on whether 

agents reason in a pro-group I-mode or we-mode. One should note that in terms of preferences, 

the situation in which agents reason in the I-mode does not differ from the situation in which 

the agents reason in the we-mode: in both cases group members would like to maximize group 

welfare. Yet, the two cases differ with respect to the mechanisms with which the decisions in 

the group are made.19 

 

What is a collective social action? A collective social action is an action performed for a social 

reason, e.g. a shared we-attitude a group has agreed upon via collective acceptance. A shared 

we-attitude entails that all agents in the group have this attitude, all agents believe that the other 

                                                
17 Most economic theories analyze individual decision making in the I-mode because individual preferences are taken as a 
starting point. 
18 See chapter 8 of Tuomela (2010) for a more philosophical argument in favor of the irreducibility of the we-mode to the I-
mode. 
19 An obvious question is: when and why do individuals act in the we-mode? Working out a game theoretic model and 
deriving the conditions under which agents are willing to commit themselves to a group would ignore Tuomelas claim that it 
is not possible to reduce the I-mode to the we-mode. For empirical studies see Colman et al. (2008), Krueger (2008), Sugden 
(2008) and their interpretation in Hakli et al. (2010). 
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group members have this attitude, and believe that all others have them, which again is believed 

by all agents (etc.).  

 

After having clarified his basic terminology, Tuomela’s definition of social institutions 

becomes clearer: 

1. Individuals construct a group in the we-mode via collective acceptance. 

2. The individuals engage in collective social action. The reasons for their behaviour come 

from “shared we-attitudes” of the group. 

3. If the collective social action gets repeated, we can speak of a social practice. 

4. The group confers a special status to the social practice (or an item that plays an 

important role during this activity) by collectively accepting a system of social norms 

in the we-mode that confers the status on the social practice. 

5. The result is a social institution, i.e. a social practice and a corresponding system of 

norms. 

Note that – as in Searle’s approach – normativity is an indispensable element: firstly because 

of the norms required for the construction of institutions, secondly because the agents need to 

act in the we-mode, i.e. as group members, which logically entails that they can act either right 

or wrong (Tuomela, 2002). 

 

3.9 Institutions as structures of conventions and norms that regulate joint activity 

 

Contrary to Searle and Tuomela, Miller (2004) rejects the idea of primitive we-intentions and 

refers only to individualistic notions. He also denies that any form of collective acceptance is 

required for institutions such as money: if people use money as a mean for exchange, the only 

thing they need to agree upon is the function of money. The same, he argues, applies to the use 

of language. In many instances, “collective acceptance collapses into actual or realized 

substantive functionality” (Miller, 2004, p.191). 

He defines institutions as “structures of conventions and norms that regulate various species of 

generic joint activity” (p. 192), the latter being defined as a system of many joint and individual 

actions directed at an overarching collective end. A collective end is an individual end that can 

be achieved only by the action of a group. The behavioural building blocks of institutions – 

conventions – are also understood individualistically, i.e. as joint habits, in the sense of repeated 

action in given circumstances (Miller, 2004). 
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Rather than by collective intentionality, an institution is constituted by its functionality to 

achieve a collective aim. If it does not serve its purpose, it ceases to be an institution: “any 

given institution is to be understood in terms of the collective end or ends to which their 

activities are and/or ought to be directed” (p. 198). 

This illustrates an important difference to Searle’s and Miller’s account of institutions: for 

Searle, a person who holds an official certificate giving her the title of a surgeon, is a surgeon. 

It does not matter whether the person actually has the skills to perform surgery. Miller, on the 

other hand, claims that a person who cannot perform surgery is not a surgeon – notwithstanding 

any certificate she might hold for whatever reasons. In this respect, Miller’s approach is 

compatible with functionalist approaches pursued by many original institutional economists 

and, more recently, the theory of Guala (2016), which aligns well with his individualistic and 

functionalist approach. 

Miller claims that any institution is necessarily normative: either the end of an institution itself 

is a moral good, or the end is a mean to achieve a certain moral good. The moral goods serve 

as the justification of all the norms that govern the activity of the members within the institution. 

Consider the example of the police officer: according to Miller the deontic powers of the police 

officer are justified with the end the police officer serves, usually social stability and the 

effectiveness of law. If the police officer stops serving these ends, the deontic power of the 

institutions will cease to exist.  

3.10  Institutions outside social theory, economics and philosophy 

 

The preceding elaborations have focused on contributions from influential economists and 

philosophers. While we believe that our selection is reasonable given the high impact of all 

those authors in their respective field, there are many other approaches to define institutions 

that are worth mentioning. Due to space limitations we restrain ourselves to a very concise 

summary of definitions from other social sciences, in particular sociology, anthropology, 

psychology and political science, well aware that such separation into disciplines is - fortunately 

- getting out-dated. As shown below, these definitions mostly align well to the definitions 

discussed above. 

 

In political sciences one might roughly distinguish between a historical and a rational choice 

institutionalism (Scott, 2014, p.38). The former bears much similarity to evolutionary 

institutionalism in economics, and institutions usually understood as the “rules and procedures 
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that structure social conduct” (Thelen and Setinmo 1992), thereby being very similar to the 

institutionalist definitions as put forth by Lawson or Hodgson discussed above. While rational 

choice political scientists differ from historical institutionalists in terms of methods, 

epistemological convictions, and theories on how institutions emerge, they also view 

institutions mainly as governance and rule systems (Scott, 2014).  

 

Cognitive scientists and anthropologists have a slightly different perspective on institutions, 

and usually define them in relation to the functioning of human decision making. Consequently, 

they are often considered “mental models”, “collective representations” or “behavioural 

scripts”, but also “values, ideas, and other symbolic meaningful systems” that help individuals 

to make decisions in the face of complex and uncertain decision problems (see e.g. Scott 2014, 

p. 45ff for an overview). While such view of institutions is rather narrow and specialized, it has 

similarities to the (broader) definitions of Greif, Aoki, and Hodgson, and also stresses the 

importance of codifiability of institutions. 

 

Finally, institutions are traditionally prominent in sociology, although many different 

approaches to their investigation exist. Yet, when it comes to the definition of institutions we 

again find many similarities both among different approaches, as well as to the definitions 

discussed above: phenomenologists traditionally take a more structualist view on institutions 

by considering them, for example, as “symbolic systems that are ‘experienced as possessing a 

reality of their own, a reality that confronts the individual as an external and coercive fact’” 

(Scott, 2014, p.48). While most previous definitions are more agnostic with regard to how 

institutions are perceived by individuals, the idea of institutions as ‘symbolic systems’ that 

impact upon individuals is consistent with what has been presented so far. 

 

In all, while different schools and disciplines differ with regard to the preferred methods of how 

to study institutions, different views of how institutions emerge and evolve, as well as 

competing views on their relationship to individuals, the definitions of institutions seem to align 

rather well with the definition from economics and philosophy. As the next section will 

demonstrate this is no coincidence. 
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4.  Aligning the definitions: identifying shared meanings 

 

We now come back to our question posed in the beginning: how different is the term 

‘institutions’ used in scientific practice? Do we see a shared meaning of the term across 

institutional economists and other social scientists? To submit an answer to this question we 

now search for common and divergent elements in the just reviewed definitions (see table 5).  

Some aspects of institutions are widely agreed upon: Firstly, all definitions summarized above 

stressed that institutions are human-made and that they cannot exist outside the social sphere: 

there are no institutions in a one-person world.  

Secondly, institutions must be codifiable, i.e. it must be possible to describe them in verbal or 

written form: since institutions are social constructs, it must be possible to communicate them 

from one person to another.  

 

Thirdly, institutions are usually considered systems of social structures. This means that 

institutions have various components that play distinctive, yet related roles. Except Aoki, who 

remains silent on this, all non-model-based definitions reviewed above (and also Hurwicz’ 

operationalization of institutions as game forms) consider institutions explicitly as systems or 

sets of social structures.   

Fourthly, while researchers also refer to other social structures (e.g., conventions), rules and 

norms were mentioned most frequently as the essential components of institutions. This makes 

sense since rules and norms fulfil two important roles for the functioning of institutions: Rules 

provide recipes to behave, thus lowering complexity of the decision problem faced by agents – 

a feature that is regularly highlighted by cognitive scientists working on institutions (see section 

3.10). This is spelled out most explicitly by Crawford and Ostrom (1995), Hodgson (2006), and 

Aoki (2001), but is implicit in all definitions except the one of John Searle, who focuses on 

constitutive rules alone. Norms provide motivation to follow an institution by relating them to 

values. It is one of the essential contributions of the (model-based) institutions-as-equilibria 

approach to stress that one should also pay attention to the sources for the motivation to follow 

rules and norms, and to relate this with the self-stabilizing nature of institutions. This is a nice 

example of how models of institutions can constructively inform non-model based definitions. 
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Table 5 

Common elements of the definitions reviewed in section 3. 

 Pro Neutral Contra Comments 
Institutions are human-
made, i.e. social structures 

Everybody. - - Clear unanimity. 

Institutions are always 
codifiable Everybody. - - 

Follows from the previous 
aspect and the fact that 
institutions are passed on 
among humans. 

Institutions consist of 
components, each serving 
different functions All 

except… 
Aoki - 

Components are usually 
social structures as well; 
sometimes institutions impose 
functions on physical objects, 
which are, however, 
interchangeable. 

Institutions provide 
receipts of how to behave 

All 
except… Searle - Usually done via rules as one 

component of institutions. 
Institutions provide 
motivations to behave in a 
particular way Greif, Aoki The rest - 

Usually done via norms as 
one component of institutions; 
highlighted by the IAE 
approach. 

Institutions manifest 
themselves in behavioral 
regularities 

Tuomela 
Miller, 
Ostrom, 
Greif, Aoki 

Hodgson, 
Searle, 
Lawson 

Unclear why this should be 
necessarily the case; better 
talk about inclinations rather 
than actual behavior. 

Institutions exist because 
of collective intentionality Searle, 

Tuomela 

Aoki, 
Hodgson, 
Lawson, 
Ostrom, 
Greif, Aoki 

Miller 

Claimed only by particular 
school of thought in 
philosophy; not useful for a 
general definition. 

Institutions constitute new 
forms of behavior Searle - The rest. 

Unclear why this should be 
the case, c.f. ADICO 
grammar. 

 

Less unanimity exists when it comes to functioning of institutions and their effect on 

individuals.  

At least, almost all authors – some implicitly, some explicitly – stressed that institutions need 

to have some impact if they are said to exist. This means that the function of an institution 

should be part of its taxonomic definition: a rule that nobody follows should not be considered 

an institution. But most of the authors are not clear as to whether institutions necessarily 

manifest themselves in actual behaviour. We believe there are good reasons not to relate 

institutions with actual behaviour, but with inclinations to behaviour (Veblen, 1909; Hodgson, 

2006). The important point is that institutions need to have some effect on individual cognition: 

it might well happen that two institutions suggest an individual to behave in mutually exclusive 
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ways. If, after a long-lasting decision-making process, the individual behaves in line with what 

has been suggested by institution A, this does not mean that institution B has had no impact on 

the reasoning of the individual, let alone did not exist.  

 

Not surprisingly, there are also instances where the existing definitions are contradictory. The 

concept of collective intentionality, for example, is a specialized, yet in the philosophical 

literature still contested concept. Few scientists outside philosophy are familiar with it. We 

believe that in certain applications one may refer to collective intentionality to substantiate the 

theoretical underpinning of one’s institutional theory, but it is not a concept generally (and 

necessarily) employed by institutionalist scholars.  

 

Similarly, there is also no agreement on as to whether institutions are necessarily constitutive 

rules. This view is particular to John Searle’s approach, but not representative for the discourse 

as a whole. As the ADICO grammar suggests, rules, an important component of institutions, 

can come in a variety of forms that affect social interactions. Of course, one could reserve the 

name “institutions” to constitutive rules as suggested by Searle, but then one would need other 

names for social phenomena that are systems of regulative rules. Moreover, the speech act 

theory underlying this account of institutions is quite controversial, even within philosophy. All 

this considered, we do not see many reasons for and many against the reservation of the term 

‘institutions’ only for constitutive rules. 

 

But aside from these two aspects, the definitions are surprisingly consistent. Does this mean 

that a universal definition of institutions is likely to emerge? On an applied level, we are 

sceptical as to whether this is possible, and even desirable: research practices of institutional 

economists (and social scientists) differ depending on their paradigmatic origins, their 

methodological orientation, and the level of abstraction that they use to study institutions. Using 

the same definition for a very specific case study and a general model of human decision-

making is not instrumental. Only a certain degree of shared understanding on a general level is 

important for a research community to be functional.  

 

Interestingly, it is even possible to use shared elements across the definitions above, to 

formulate very general definition of institutions as codifiable systems of social structures (in 

particular norms and rules) that lead to inclinations to act in specific ways. 
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This ‘meta-definition’, composed out of the shared elements identified above, consists of three 

main parts: the first part states that institutions are codifiable systems of social structures, the 

second part specifies the content of institutions, and the third part relates to its functioning. 

Although very general, such an idea of institutions has some implications and certain 

characteristics follow from it:  

 

Institutions constrain and enable people to act and coordinate in complex and uncertain 

interaction arenas. Many institutionalist theorists refer to habits, heuristics, and similar 

cognitive mechanisms to explain how institutions induce informed beliefs about the state of the 

world and the behaviour that can be expected from others. Consequently, institutions enable 

people to act when they are not able to perceive their environment completely and derive 

optimal decisions from this environment. Thus, by stabilizing the expectations of individuals 

about the behaviour of others they are not only constraints of human behaviour, but also enabler 

of behaviours and coordinated interaction (Hodgson, 2006; Elsner, 2012). 

 

Institutions are normative and create power. There has been some disagreement in the 

literature to what extent institutions are normative (Veblen, 1899; Hodgson, 2006; Searle, 2010; 

Hindriks and Guala, 2015a; Aoki, 2015). We believe that the arguments that normativity plays 

an important role are convincing. If we question the motivation of people to follow institutions, 

we will ultimately reach social values. Additionally, since institutions always serve specific 

functions, normativity enters via the justification of the function (which always refers to values 

in some sense). The fact that institutions may create power relationships seems to be rather 

uncontroversial. Since institutions structure the interaction of people, they enable and constrain 

them in certain ways, and the way they do this affects the capability space of the people 

involved. Of course, the normativity of institutions does not – a priori – tell us something about 

the desirability of institutions. 

 

Institutions have some self-stabilizing effects. If there were no self-stabilizing aspects, 

institutions would disappear. It is an important contribution of the institutions-as-equilibria 

approach to stress this aspect: analytically, it is not enough to simply state that a given 

institution exists, but one has to work out why it does. To do so, one must refer to the sources 

of its self-stabilization, which might work directly via the provision of motivations or 

commitment to follow the institution, or indirectly via establishing enforcement and sanctioning 

mechanisms involving third parties. There is nothing that prevents these self-stabilizing effects 
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to occur for dysfunctional institutions that deprive many people affected by them (one might 

think of the institutions of slavery, for example). The question of how such dysfunctional 

institutions can be changed is obviously an important area of ongoing research (see e.g. 

Aldashev et al., 2012; Guala, 2016 ch. 14). 

5  Conclusion 

 

The vantage point of our undertaking was the recognition that every research community 

requires a shared understanding of its key terms in the form of sufficiently clear taxonomic 

definitions. We asked whether such shared understanding is present in institutional economics, 

and related disciplines. By surveying influential definitions of institutions, we found that most 

of these definitions have a shared core, which itself can be formulated as a very general 

definition of institutions as codifiable systems of social structures (in particular norms and 

rules) that lead to inclinations for people to act in specific ways. This indicates that institutional 

economists seem to have developed a shared understanding of their key term, and that this 

shared understanding even reaches beyond the discipline of economics as such.  

 

We hope that our work can be useful for future research in several respects: First, while our 

review of existing definitions is unavoidably incomplete, it provides a summary of influential 

definitions from within and outside economics, which might constitute a useful reference for 

institutional economists. 

Second, our discussion of various forms of definitions, particularly the distinction between 

model-based and non-model-based definitions, might contribute to a better taxonomy of 

existing definitions of institutions, and hopefully facilitates the discourse about the meaning of 

the term. 

Third, identifying the shared elements of existing definitions contributes to more clarity with 

regard to the key term of institutional economics. As noted by Ostrom (1986), “[n]o scientific 

field can advance far if the participants do not share a common understanding of key terms in 

their field” (p. 4). While we clarified that - given the different purposes definitions must serve 

- a single, unanimous definition is neither feasible nor desirable, a certain high-level agreement 

on taxonomic definitions among researchers is a pre-condition for successful science. Our work 

suggests that – although explicit discussions of definitions are rare – institutional economists 

not only have a sufficiently clear shared understanding of the key term ‘institution’, but that 

this shared understanding also expands beyond the realm of economics, and is compatible with 
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influential work in other social sciences and philosophy. At the same time, definitions from 

outside economics highlight different aspects of institutions that might be interesting to 

consider in future research. 

 

Another avenue for future research that can is suggested by this work – although more for the 

field of history of economics thought – is to study the relationship between model-based and 

non-model-based inquiry of institutions. As we have seen from the example of the “institutions-

as-equilibria” approach, model-based reasoning can have significant impact on the way people 

consider institutions in general. Yet the precise relationship between model-based and non-

model-based inquiry of institutions is not fully understood and deserves further attention. 

 

Finally, we want to stress that we do not expect all institutional economists to use the general 

umbrella definition that emerges from the shared meanings of the scholars surveyed in this 

paper. It is way too general for concrete inquiries, and mainly serves the purpose of highlighting 

the shared understanding that has emerged among institutional economists. Yet we believe that 

research on institutions can benefit from scholars defining explicitly what they refer to by 

‘institutions’ in their work. While doing our survey we found many influential papers that do 

not define institutions explicitly. Doing so, however, would not only facilitate the synthesis of 

existing research by others and to advance our understanding of economic institutions as a 

research community, it would also help to sustain the shared understanding of the concept of 

‘institutions’ that has emerged within institutional economics until today. 
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